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ABSTRACT
The TaskTracer system allows knowledge workers to define a set of activities that characterize their desktop work. It then associates with each user-defined activity the set of resources that the user accesses when performing that activity. In order to correctly associate resources with activities and provide useful activity-related services to the user, the system needs to know the current activity of the user at all times. It is often convenient for the user to explicitly declare which activity he/she is working on. But frequently the user forgets to do this. TaskTracer applies machine learning methods to detect undeclared activity switches and predict the correct activity of the user. This paper presents TaskPredictor2, a complete redesign of the activity predictor in TaskTracer and its notification user interface. TaskPredictor2 applies a novel online learning algorithm that is able to incorporate a richer set of features than our previous predictors. We prove an error bound for the algorithm and present experimental results that show improved accuracy and a 180-fold speedup on real user data. The user interface supports negotiated interruption and makes it easy for the user to correct both the predicted time of the task switch and the predicted activity.
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INTRODUCTION
The TaskTracer system [6, 14] is an intelligent activity management system [10, 11, 2, 7] that helps knowledge workers manage their work based on two assumptions: (a) the user’s work can be organized as a set of ongoing activities such as “Write TaskTracer Paper” or “Take CS534 Class”, (b) each activity is associated with a set of resources. “Resource” is an umbrella term for documents, folders, email messages, email contacts, web pages and so on. TaskTracer collects events generated by the user’s computer-visible behavior, including events from MS Office, Internet Explorer, Windows Explorer, and the Windows XP operating system. The user can declare a “current activity” (via a “Task Selector” UI), and TaskTracer records all resources as they are accessed and associates them with the declared activity. Task-Tracer then configures the desktop in several ways to support the user:

- **Task Explorer**: This presents a unified view of all of the resources associated with the current activity and makes it easy to launch those resources in the appropriate application. This supports interruption recovery by showing the user the most recent resources that they were working on for each activity (as opposed to the global Recent Documents facility of Windows).

- **Folder Predictor**: This modifies the Open/Save dialogs so that they are activity-aware. Folder Predictor predicts for all folders $f$ associated with the current activity, the three folders that jointly minimize the expected number of clicks to reach $f$. The Open/Save dialog is initialized in the most likely of these folders, and shortcuts to all three folders are made available in the dialogue box [1].

- **Time Reporting**: This allows the user to produce a report showing how much time was spent on each activity during the most recent day, week, month, year, etc.

- **Email Tagging**: Incoming and outgoing email messages are automatically tagged (via another machine learning component) with the activity (or activities) to which they are associated.

All of these services (except incoming email tagging) require TaskTracer to know the current activity of the user. Task-Tracer provides a taskbar component, the Task Selector, that makes it easy for the user to explicitly declare the current activity. However, when the user forgets to do this, resources become associated with incorrect activities. This will cause errors in the resources displayed in Task Explorer, incorrect folder predictions, and errors in time reporting.
To address this problem, we have previously developed two machine learning methods for detecting activity switches and predicting the current activity of the user [14, 13]. The first of these was a “single window classifier” that based its predictions only on the file path (or URL) of the current resource and the title of the active window. An advantage of this was that the predictions could be computed immediately and rapidly each time the user switched focus from one window to another. The disadvantage was that with such impoverished features, the accuracy of the predictions was not very high.

The second learning method was based on analyzing the sequence of recently-visited resources. It first applied the single-window classifier to each of these resource visits. Then it detected activity switches by applying a Viterbi algorithm with a fixed switch cost. This led to somewhat improved accuracy but had the side effect of introducing a potentially significant delay between the time of the switch and the time the switch was detected. This led in turn to major usability problems. The UI that we developed for notifying the user consisted of a pop-up window. By the time the switch was detected, the user was typically deeply engaged in the new activity, so that the pop-up window created an expensive interruption. Furthermore, the pop-up window UI only allowed the user to accept or correct the prediction. However, if the true switch occurred at time $t$ and the prediction was accepted at time $t'$, then all resources visited between $t$ and $t'$ would be incorrectly associated with the old activity. There was no way—short of going to Task Explorer and dragging the incorrectly-associated resources to the right activity—to fix these errors.

An additional drawback of both of these learning methods is that they employed a batch SVM algorithm [9, 3]. This must store all of the training examples and reprocess all of them when retraining is required. SVM training time is roughly quadratic in the number of examples, so the longer TaskTracer is used, the slower the training becomes. Furthermore, the pop-up window UI only allowed the user to accept or correct the prediction. However, if the true switch occurred at time $t$ and the prediction was accepted at time $t'$, then all resources visited between $t$ and $t'$ would be incorrectly associated with the old activity. There was no way—short of going to Task Explorer and dragging the incorrectly-associated resources to the right activity—to fix these errors.

The goal of the redesign of the Task Predictor (and of this paper) was to address these four problems:

- **Accuracy:** How can we improve the accuracy of the activity switch predictor?
- **Memory/CPU Cost:** Can we switch to a more efficient learning algorithm that requires constant memory and CPU time to train and make predictions?
- **Prediction Delay/Interruption Cost:** Can we develop a user interface that is able to manage the delay between the time a switch occurs and the time it is predicted? How can this UI minimize interruption costs?
- **Retroactive Association Changes:** When the user changes the time of an activity switch, how can that change be reflected in the associations between resources and activities?

This paper presents TaskPredictor2, a new switch detection system that fixes all of these problems.

**SYSTEM ARCHITECTURE**

TaskPredictor2 captures a set of richer contextual information and provides a better user experience. It consists of the following components (see Figure 1):

- **The Association Engine** manages the associations between resources and activities. Each time the user visits a resource, an event is triggered. In response, the Association Engine starts a 20-second timer. If the resource is still in focus after 20 seconds and if it has not been previously associated with the current declared activity, then it is automatically associated with the current declared activity. In addition to recording the association in a database table, the Association Engine also places an entry in an Association History database table that keeps track of the time the association was established, the id of the resource, and the id of the activity. When the user accepts or corrects an activity switch, the UI sends an “AssociationHistoryRevisions” event specifying the time interval that is affected by the change and the id of the activity that now should be associated with this interval. The Association Engine then revises the associations for this time interval.

- **The State Estimator** monitors desktop events. Once each minute, it computes an information vector that summarizes the state of the desktop and sends this to the Switch Detector.

- **The Switch Detector** analyzes the information vectors provided by the State Estimator and converts them into a collection of feature vectors as described below. These are processed by the learned classifier to predict whether there has been an undeclared activity switch and (if so) the time of the switch, the id of the new activity, and the prediction confidence. This is passed to the Notification Controller and the UI.

- **The Notification Controller** chooses when and how to notify the user with the goal of minimizing both the interruption cost and association errors. When the system becomes confident that the user forgot to declare an activity switch, the user might be busy with something. Notifying the user right then would have a high interruption cost.

- **The UI** presents the switch notification to the user and provides the user a variety of ways to respond to (and correct) the predicted switch. It provides feedback to the Switch Detector so that it can retrain its predictors.

The current version of the Notification Controller employs a simple heuristic to determine when to issue the switch alert: If the system is confident that an activity switch has occurred...
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Figure 1. The system architecture of the activity recognition system. Arrows indicate information flows.
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Figure 2. Interactions between TaskPredictor2 and the user.

and the user is at an operation boundary and likely has low interruption cost (e.g., opening a file dialog box or switching focus to another window), then an alert should be given. Following the design guideline suggested by Gluck et al. [8], the alert takes three forms depending on the confidence of the predictor: (a) displaying a red switch icon (see Figure 2), (b) shaking the timeline UI for one second, or (c) opening a pop-up window. The rationale is that highly confident predictions are more likely to be correct, so ignoring them is more likely to lead to association errors.

Figure 2 shows an example of the interactions between UI and the user. The UI consists of two rows of icons. The upper row displays one icon for each activity switch. The lower row displays one icon for each activity switch. The shape and color of the icon indicates the type of switch. User-declared switches are displayed as green boxes. Unconfirmed switch predictions are displayed as red triangles. Confirmed switch predictions are displayed as a green “house”. A tool tip shows the activity name, the type of switch, and the time of the switch. The user can drag and drop a switch icon to change the switch time. However, we do not permit the drag operation to go past an other existing switch time.

In the examples shown in Figure 2, the user first worked on activity IUI-09. Then he explicitly switched to Reading News and browsed some webpages. The green box indicates this switch. After reading the news, he resumed working on activity IUI-09. Unfortunately he forgot to explicitly indicate that switch. TaskPredictor2 detected this undeclared switch and decided that it was the right time to notify the user. So it drew a red triangle to indicate this switch and shook UI to attract the user’s attention. The user then hovered the mouse over the triangle to see the predicted task (Figure 2a). To confirm that the prediction is correct, the user can double-click the switch icon. The icon then turns into a “house” (see Figure 2c). If the prediction is wrong (i.e., there was no switch at all), the user can right click and select “Remove” from a pop-up menu. If the predictor has correctly identified an activity switch but predicted the wrong activity, the user can right click and choose “Change the Task”. This brings up an Activity Chooser UI. If the switch is predicted at the wrong time point, the user can drag the switch icon to the correct point in time. As the icon moves, the UI provides tool tips to show the full name of the resource, the time it was accessed, and the activity to which it is currently assigned so that the user can find the right switch point. In all cases, the UI requests confirmation (“Save”) or allows the user to cancel out of the changes (“Cancel”). If the user ignores a notification, TaskPredictor2 does nothing. In most cases, if the user ignores a notification long enough, it will disappear because the user will continue to accumulate time on an open resource, and this resource will become associated with the current declared activity. This will, in turn, cause TaskPredictor2 to stop predicting that an activity switch has occurred, because it now has evidence that the open resource is associated with the declared activity.

As in our earlier method, there can be a substantial delay between the time the user switches activities and the time TaskPredictor2 detects this. A key design goal of this UI was to support this by providing asynchronous (negotiated) interruption and retroactive correction of incorrect associations. After the user confirms a change, the information is sent to the Association Engine to update the resource-activity associations.

AN ONLINE LEARNING ALGORITHM

To address the accuracy and CPU cost of our previous predictors, we adopted an efficient online learning algorithm and provided it with a richer set of features. Online learning algorithms have been shown efficient in many large-scale problems. The algorithm is based on the Perceptron family of algorithms [12], and, particularly, the PA algorithm [4].
Feature Design and Scoring Function

The State Estimator monitors various desktop events (Open, Close, Save, SaveAs, Change Window Focus, etc.). Every \( s \) seconds (default \( s=60 \)) or when the user declares an activity switch, it computes an information vector \( X_t \) describing the time interval \( t \) since the last information vector was computed. This information vector is then mapped into feature vectors by two functions: \( F_A : (X_t, y_t) \rightarrow R^k \) and \( F_S : (X_t) \rightarrow R^m \). The first function \( F_A \) computes activity-specific features for a specified activity \( y_t \); the second function \( F_S \) computes switch-specific features. The activity-specific features include:

- Strength of association of the active resource with activity \( y_j \): if the user has explicitly declared that the active resource belongs to \( y_j \) (e.g., by drag-and-drop in TaskExplorer), the current activity is likely to be \( y_j \). If the active resource was implicitly associated with \( y_j \) for some duration (which happens when \( y_j \) is the declared activity and then the resource is visited), this is a weaker indication that the current activity is \( y_j \).
- Percentage of open resources associated with activity \( y_j \); if most open resources are associated with \( y_j \), it is likely that \( y_j \) is the current activity.
- Importance of window title word \( x \) to activity \( y_j \). Given the bag of words \( \Omega \), we compute a variant of TF-IDF [4] for each word \( x \) and activity \( y_j \): \( \text{TF}(x, \Omega) \cdot \log \frac{|S|}{|DF(x,S)|} \).

Here, \( S \) is the set of all feature vectors not labeled as \( y_j \), \( \text{TF}(x, \Omega) \) is the number of times \( x \) appears in \( \Omega \) and \( \text{DF}(x,S) \) is the number of feature vectors containing \( x \) that are not labeled \( y_j \).

These activity-specific features are intended to predict whether \( y_j \) is the current activity. The switch-specific features predict the likelihood of a switch. They include:

- Number of resources closed in the last \( s \) seconds: if the user is switching activities, many open resources will often be closed.
- Percentage of open resources that have been accessed in the last \( s \) seconds: if the user is still actively accessing open resources, it is unlikely there is an activity switch.
- The time since the user’s last explicit activity switch: immediately after an explicit switch, it is unlikely the user will switch again. But as time passes, the likelihood of an undeclared switch increases.

To detect an activity switch, we adopt a sliding window approach: at time \( t \), we use two information vectors \( (X_{t-1}, X_t) \) to score every pair of activities for time intervals \( t-1 \) and \( t \). Given an activity pair \((y_{t-1}, y_t)\), the scoring function \( g \) is defined as

\[
g(y_{t-1}, y_t) = \Lambda_1 \cdot F_A(X_{t-1}, y_{t-1}) + \Lambda_2 \cdot F_A(X_t, y_t) + \phi(y_{t-1} \neq y_t) \left( \Lambda_2 \cdot F_S(X_{t-1}) + \Lambda_3 \cdot F_S(X_t) \right),
\]

where \( \Lambda = \langle \Lambda_1, \Lambda_2, \Lambda_3 \rangle \in \mathbb{R}^n \) is a set of weights to be learned by the system, \( \phi(y) = -1 \) if \( p \) is true and 0 otherwise, and the dot (\( \cdot \)) means inner product. The first two terms of \( g \) measure the likelihood that \( y_{t-1} \) and \( y_t \) are the activities at time \( t-1 \) and \( t \) (respectively). The third term measures the likelihood that there is no activity switch from time \( t-1 \) to \( t \). Thus, the third component of \( g \) serves as a “switch penalty” when \( y_{t-1} \neq y_t \).

We search for the \( \langle \hat{y}_1, \hat{y}_2 \rangle \) that maximizes the score function \( g \). If \( \hat{y}_2 \) is different from the current declared activity and the score is larger than a specified threshold, then a switch prediction and the score are sent to the Notification Controller. At first glance, this search over all pairs of activities would appear to require time quadratic in the number of activities. However, the following algorithm computes the best score in linear time:

\[
y_{t-1}^* := \arg \max_y \Lambda_1 \cdot F_A(X_{t-1}, y)
\]
\[
A(y_{t-1}^*) := \Lambda_1 \cdot F_A(X_{t-1}, y_{t-1}^*)
\]
\[
y_t^* = \arg \max_y \Lambda_1 \cdot F_A(X_t, y)
\]
\[
A(y_t^*) = \Lambda_1 \cdot F_A(X_t, y_t^*)
\]
\[
S = \Lambda_2 \cdot F_S(X_{t-1}) + \Lambda_3 \cdot F_S(X_t)
\]
\[
y^* = \arg \max_y \Lambda_1 \cdot F_A(X_{t-1}, y) + \Lambda_1 \cdot F_A(X_t, y)
\]
\[
AA(y^*) = \Lambda_1 \cdot F_A(X_{t-2}, y^*) + \Lambda_1 \cdot F_A(X_t, y^*)
\]

Each pair of lines can be computed in time linear in the number of activities. We assume \( y_{t-1}^* \neq y_t^* \). To compute the best score \( g(\langle \hat{y}_1, \hat{y}_2 \rangle) \), we compare two cases: \( g(\langle y^*, y^* \rangle) = AA(y^*) \) is the best score for the case where there is no change in the activity from \( t-1 \) to \( t \), and \( g(\langle y_{t-1}^*, y_t^* \rangle) = A(y_{t-1}^*) + A(y_t^*) + S \) if there is a switch. When \( y_{t-1}^* = y_t^* \), we can compute the best score for the “no switch” case by tracking the top two scored activities at time \( t-1 \) and \( t \).

Regularized Passive-Aggressive Algorithm

In TaskPredictor2 we decided to adopt an error-driven online approach [12] to train \( \Lambda \). Online learning algorithms only need to process the most recent observation to update the classifier. They have very limited requirements for CPU time and memory. Their efficiency has made them popular for many large-scale learning problems. An advantage of perceptron-style algorithms is that they are “conservative”—that is, they only retrain when an error is made. This further reduces the CPU cost of training, and it may also contribute to prediction accuracy by avoiding overfitting on data points that are already correctly classified.

We further chose to adopt a modification of the Passive-Aggressive (PA) algorithm [4]. The basic idea of this algorithm is that when an error is committed and feedback is received, the algorithm updates the weights as little as possible while ensuring that the error would not be committed again. More specifically, it chooses a step size that is exactly large enough to ensure that the classifier will correctly classify the erroneous case with a margin of 1. This is highly desirable in an intelligent user interface, because it avoids the problem where the user provides feedback but the algorithm only takes a small step in the right direction, so the user must repeatedly provide feedback until enough steps
have been taken to fix the error, which has been reported to be extremely annoying.

The standard Passive-Aggressive algorithm works as follows: Let the real activities be $y_1$ at time $t-1$ and $y_2$ at time $t$, $\langle \hat{y}_1, \hat{y}_2 \rangle$ be the highest scoring incorrect activity pair. When the system makes an error, it would update $\Lambda$ based on the following constrained optimization problem:

$$
\Lambda_{t+1} = \arg \min_{\Lambda \in \mathbb{R}^n} \frac{1}{2} \| \Lambda - \Lambda_t \|^2_2 + C \xi^2 \\
\text{subject to } g(\langle y_1, y_2 \rangle) - g(\langle \hat{y}_1, \hat{y}_2 \rangle) \geq 1 - \xi. \tag{1}
$$

The first term of the objective function, $\frac{1}{2} \| \Lambda - \Lambda_t \|^2_2$, says that $\Lambda$ should change as little as possible (in Euclidean distance) from its current value $\Lambda_t$. The constraint, $g(\langle y_1, y_2 \rangle) - g(\langle \hat{y}_1, \hat{y}_2 \rangle) \geq 1 - \xi$, says that the score of the correct activity pair should be larger than the score of the incorrect activity pair by at least $1 - \xi$. Ideally, $\xi = 0$, so that this enforces the condition that the margin (between correct and incorrect scores) should be 1.

The purpose of $\xi$ is to introduce some robustness to noise. We know that inevitably, the user will occasionally make a mistake in providing feedback. This could happen because of a skip in the UI or because the user is actually inconsistent about how resources are associated with activities. In any case, the second term in the objective function, $C \xi^2$, serves to encourage $\xi$ to be small. The constant parameter $C$ controls the tradeoff between taking small steps (the first term) and fitting the data (driving $\xi$ to zero). Crammer, et al. [4] show that this optimization problem has a closed-form solution, so it can be computed in time linear in the number of features and the number of classes.

The Passive-Aggressive algorithm is very attractive. However, one risk is that $\Lambda$ can still become large if the algorithm runs for a long time, and this could lead to overfitting. Hence, we modified the algorithm to include an additional regularization penalty on the size of $\Lambda$. The modified optimization problem is the following:

$$
\Lambda_{t+1} = \arg \min_{\Lambda \in \mathbb{R}^n} \frac{1}{2} \| \Lambda - \Lambda_t \|^2_2 + C \xi^2 + \frac{\alpha}{2} \| \Lambda \|^2_2 \\
\text{subject to } g(\langle y_1, y_2 \rangle) - g(\langle \hat{y}_1, \hat{y}_2 \rangle) \geq 1 - \xi. \tag{2}
$$

The third term in the objective function, $\frac{\alpha}{2} \| \Lambda \|^2_2$, encourages $\Lambda$ to remain small. The amount of the penalty is controlled by another constant parameter, $\alpha$.

We now derive a closed-form update rule for this modified Passive-Aggressive algorithm. First, let us expand the $g$ terms. Define $Z_t = \{Z_1, Z_2, Z_3\}$ where

$$
Z_1 = F_a(X_{t-1}, y_1) + F_a(X_t, y_2) - F_a(X_{t-1}, \hat{y}_1) - F_a(X_t, \hat{y}_2)
$$

$$
Z_2 = (\phi(y_1 \neq y_2) - \phi(\hat{y}_1 \neq \hat{y}_2)) F_g(X_{t-1})
$$

$$
Z_3 = (\phi(y_1 \neq y_2) - \phi(\hat{y}_1 \neq \hat{y}_2)) F_g(X_t).
$$

Plugging this into the above optimization problem allows us to rewrite the inequality constraint as the following simple form:

$$
\Lambda \cdot Z_t \geq 1 - \xi.
$$

We can then derive the following result:

**Lemma 1.** The optimization problem (2) has the closed-form solution

$$
\Lambda_{t+1} := \frac{1}{1 + \alpha}(\Lambda_t + \tau_t Z_t), \tag{3}
$$

where

$$
\tau_t = \frac{1 - \Lambda_t \cdot Z_t + \alpha}{\|Z_t\|^2_2 + \frac{1 + \alpha}{\alpha^2}}. \tag{4}
$$

A detailed proof is presented in the Appendix. The update rule (3) can be viewed as shrinking the current weight vector $\Lambda_T$ and then adding in the incorrectly-classified training example with a step size of $\tau_t/(1 + \alpha)$. The step size is determined (in the numerator of (4)) by the size of the error $(1 - \Lambda_t \cdot Z_t)$ and (in the denominator) by the squared length of the feature vector and a correction term involving $\alpha$ and $C$.

The time to compute this update is linear in the number of features. Furthermore, the cost does not increase with the number of classes, because the update involves comparing only the predicted and correct classes.

It is worth asking how much accuracy is lost in order to obtain such an efficient online algorithm compared to a batch algorithm (or, more generally, to the best possible algorithm). By extending existing results from computational learning theory, we can provide a partial answer to this question. Let us assume that the length of each vector $Z_t$ is no more than some fixed value $R$:

$$
\|Z_t\|^2_2 \leq R.
$$

This is easily satisfied if every feature has a fixed range of values. Suppose there is some other algorithm that computes a better weight vector $u \in \mathbb{R}^n$. Let $\ell_t = \max\{0, 1 - \Lambda_t \cdot Z_t\}$ be the hinge loss of $\Lambda_t$ at time $t$. The hinge loss is the amount by which the constraint in Problem (2) fails to be satisfied. The hinge loss will be at least 1 for misclassified examples. It is between 0 and 1 for examples that are correctly classified by only a small margin less than 1. Similarly, let $\ell^*_t = \max\{0, 1 - u \cdot Z_t\}$ denote the hinge loss of $u$ at iteration $t$. With these definitions, we can obtain a result that compares the accuracy of the online algorithm after $T$ examples to the total hinge loss of the weight vector $u$ after $T$ examples:

**Theorem 1.** Assume that there exists a vector $u \in \mathbb{R}^n$ which satisfies $h = 1 + \frac{\alpha}{2} - \frac{\alpha}{2(1 + \alpha)} \|u\|^2_2 > 0$. Given $\alpha < 1$, the number of prediction mistakes made by our algorithm is bounded by $m \leq \frac{1}{h} \|u\|^2_2 + \frac{2C}{h(1 + \alpha)} \sum_{t=0}^{T}(\ell^*_t)^2$.

A detailed proof is presented in the Appendix. This theorem tells us that the number of mistakes made by our online al-
The recent ones. In influence of the old observations and puts more weight on instances. Let $I_t$ be the set of instances $Z_i$ such that $i < t$ and $Z_i$ caused an update. From Lemma 1, the learned score function at iteration $t$ can be rewritten as

$$g_t(Z) = \text{sign} \left( \sum_{i \in I_t} \frac{\tau_i}{(1 + \alpha)|I_t \setminus I_i|} Z_i \cdot Z \right)$$

(5)

where $|I_t \setminus I_i|$ is the number of elements in the set difference of $I_t$ and $I_i$. This indicates that the algorithm shrinks the influence of the old observations and puts more weight on the recent ones.

**Pragmatic Issues in Selecting Training Examples**

If the user were behaving correctly all the time, then every time the user declared an activity switch, we would obtain a training example of a correct switch, and whenever the user did not declare an activity switch, we would get an example of a non-switch. But of course the whole reason to include an intelligent switch predictor is because the user makes mistakes. When can we reliably train the classifier? We answer this question as follows. We create positive examples of activity switches whenever (a) the user declares an activity switch or (b) the user confirms a predicted switch (possibly after modifying the predicted activity and/or the predicted switch point). We create negative examples of activity switches for (a) the first $d = 10$ minutes after a declared or accepted activity switch and (b) the first $d = 10$ minutes after the user Removes a predicted switch. The rationale for the 10-minute interval is that the declared activity is usually correct immediately after the user switches to the activity. But as the amount of time since the confirmed switch increases, it becomes more and more likely that the user has switched without making an explicit declaration. Using a fixed 10-minute window can be viewed as a crude Bayesian prior over the likelihood of the user forgetting to declare a switch. An interesting direction for future research would be to learn such a model based on the actual behavior of the user.

There is an additional pragmatic issue that results from the combination of affordances provided by the UI. In particular, consider the “dragging” affordance. Consider Figure 2a, where a prediction has been made immediately after five Firefox web pages and just prior to two Word documents. Suppose that this prediction was incorrect in that there was no activity switch. Then the user would right-click and select “Remove” from the pop-up menu. Our current system treats this as a negative training example, and this sets up the start of a 10-minute segment in which all user behavior will be trusted and converted to training examples.

However, we can infer more from the user’s Remove action. Suppose that there had been an activity switch at an earlier point (e.g., immediately after the first two Firefox web pages). In that case, the UI would have permitted the user to drag the red triangle to that point and then confirm. Therefore, under the assumption that the user knows about this affordance, we can infer from the fact that the user did not do this, that there was not an activity switch anywhere in the time interval between the first Firefox page and the last Word file. Our implementation does not currently do this, but it raises an interesting question for future research. We only discovered this issue after the UI was deployed. It would be interesting to develop a design tool that could discover these kinds of counter-factual inferences earlier in the design process.
EXPERIMENTAL EVALUATION

We deployed TaskTracer on Windows machines in our research group and collected data from two regular users, both of whom were fairly careful about declaring switches. In addition, an SVM-based version of TaskPredictor2 was running throughout this time, and the users tried to provide feedback to the system throughout.

The first user (User 1) is a “power user”, and this dataset records 4 months of daily work, which involved 299 distinct activities, 65,049 instances (i.e., information vectors), and 3,657 activity switches. The second user (User 2) ran the system for 6 days, which involved 5 activities, 3,641 instances, and 359 activity switches.

To evaluate the online learning algorithm, we make the assumption that these activity switches are all correct, and we perform the following simulation. Suppose the user forgets to declare every fourth switch. We feed the information vectors to the online algorithm and ask it to make predictions. A switch prediction is treated as correct if the predicted activity is correct and if the predicted time of the switch is within 5 minutes of the real switch point. When a prediction is made, our simulation provides the correct time and activity as feedback.

The algorithm parameters were set based on experiments with non-TaskTracer benchmark sets. We set $C = 10$ (which is a value widely used in the literature) and $\alpha = 0.001$ (which gave good results on the benchmark data sets).

Performance is measured by precision and recall. Precision is the number of switches correctly predicted divided by the total number of switch predictions, and Recall is the number of switches correctly predicted divided by the total number of undeclared switches. We obtain different precision and recall values by varying the score confidence threshold required to make a prediction.

The results comparing our online learning approach with our previous approach [13] are plotted in Figures 3 and 4. Our previous approach only uses the bag of words from the window titles and pathname/URL to do inference. The new approach incorporates much richer contextual information to detect activity switches. This makes our new approach more accurate. Compared with the previous approach which must train multiple binary SVMs, the online learning approach is also much more efficient. On an ordinary PC, it only took 4 minutes to make predictions for User 1’s 65049 instances while the previous approach needed more than 12 hours!

Qualitative Evaluation and the User Experience

Within our group, we are currently using the SVM-based version of the system. It is exactly the same as the system described in this paper, except that it employs the LibSVM implementation [3] to train the classifier. Table 1 shows the actual results of the four-month usage period for User 1. A total of 138 predictions were made. Of these, 42 (30.4%) were ignored (probably because the user didn’t notice them when the UI was buried under another window). Of the 96 non-ignored predictions, the user removed 36 (37.5%) of them. The user confirmed 37 (38.6%) without change, 3 more (3.1%) after changing the activity, 19 (19.8%) after changing the time, and 1 more (1.0%) after changing both the time and the activity.

Qualitatively, User 1 reported that TaskPredictor2 was very accurate. When it makes a prediction, the prediction is usually either correct or sensible, by which we mean that the predicted activity is one that is related to the correct activity. For example, a challenging case for activity prediction arises when the user is working on activity A2 and accesses a resource that was previously only known to be associated with activity A1. Two common scenarios where this arises are (a) using a document as a template for a new activity (e.g., opening up an old syllabus, editing it to change the course name, meeting time, etc., and then saving it) and (b) assembling summary documents (project reports, curriculum vitae, annual performance reviews) by copying information from multiple source documents. In such cases, TaskPredictor2 will predict that the user has switched to activity A1. This is a sensible prediction, and users are not surprised by these kinds of predictions. However, from the user’s point of view, he/she is working on activity A2, so the user typically Removes or ignores such predictions. This causes the source documents to become associated with A2. It isn’t clear whether this result is good or bad. A good aspect of this is that at some later time, when the user returns to working on activity A2, TaskTracer will include the source documents in the list of resources associated with A2. This can provide an answer to the question “Where did I get those slides from?” A bad aspect of this is that when the user accesses the source documents at some later time, TaskPredictor2 may predict that the user is switching to activity A2 when the user is really switching to activity A1. We have attempted to deal with this case by including the “strength of association” feature in the information vector. Ideally, if a resource is more strongly associated with A1 than with A2, then this will cause the predictor to predict a switch to A1 in this case.

CONCLUSION

This paper has described TaskPredictor2, a novel activity-switch predictor for the desktop environment. Its user interface displays activity switches [15, 5] on a time-line that shows accessed resources. This gives the user contextual hints and makes it easy for the user to adjust the time at which an activity switch (declared or predicted) actually occurred. Instead of simply reminding the user about the switch, it allows the user to edit the activity switch history and thereby adjust resource-activity associations. The learning component exploits rich contextual information, including both activity-specific features and switch-specific features, to predict activity switches. The predictor parameters are trained via a novel online learning algorithm. This algorithm is more accurate, more efficient in memory, and runs 180 times faster than our previous SVM-based method.
Partial derivative to zero gives 

\[ \tau \]

where \( \tau \) is a zero vector and the norm is always non-negative, 

\[ \sum_i \Delta_t = \| \Lambda_0 - u \|_2^2 - \| \Lambda_T - u \|_2^2 \leq \| \Lambda_0 - u \|_2^2 = \| u \|_2^2. \]

Obviously, only if \( t \in I_T, \Delta_t \neq 0 \). We will only consider this case here. Let \( \Lambda'_t = \Lambda_t + \tau_t Z_t, \Lambda_{t+1} = \frac{1}{1+\alpha} \Lambda'_t. \Delta_t \) can be rewritten as

\[ (\| \Lambda_t - u \|_2^2 - \| \Lambda'_t - u \|_2^2) + (\| \Lambda'_t - u \|_2^2 - \| \Lambda_{t+1} - u \|_2^2) = \delta_t + \epsilon_t. \] (11)

We will lower bound both \( \delta_t \) and \( \epsilon_t \). Let \( \psi^2 = (1 + \alpha)/2C \). For \( \delta_t \), we have

\[ \delta_t = \| \Lambda_t - u \|_2^2 - \| \Lambda_t - \tau_t Z_t - u \|_2^2 \] (12)

\[ = \| \Lambda_t - u \|_2^2 - \| \Lambda_t - u \|_2^2 - 2\tau_t Z_t \cdot (\Lambda_t - u) - \| \tau_t Z_t \|_2^2 \] (13)

\[ \geq 2\tau_t \ell_t - 2\tau_t \ell_t - \tau_t^2 \| Z_t \|_2^2 - (\psi \tau_t - \ell_t^2) \] (14)

\[ = 2\tau_t \ell_t - \tau_t^2 (\| Z_t \|_2^2 + \psi^2) - (\ell_t^2)/\psi^2 \] (15)

We get Eq 15 because \( (\psi \tau_t - \ell_t^2)/\psi^2 \geq 0 \). Plugging the definition of \( \tau_t \) and considering \( \ell_t \geq 1 \), we get

\[ \delta_t \geq \frac{\ell_t^2 - \alpha^2}{R^2 + \frac{\alpha^2}{2C}} - \frac{2C}{1 + \alpha} (\ell_t^2) \] (17)

For \( \epsilon_t \), we have

\[ \epsilon_t = (1 - \frac{1}{(1 + \alpha)^2}) \| \Lambda'_t \|_2^2 - 2(1 - \frac{1}{1 + \alpha}) \Lambda'_t \cdot u. \] (19)

Using the fact that \( \| u - v \|_2^2 \geq 0 \) which equals to \( \| u \|_2^2 - 2u \cdot v \geq -\| v \|_2^2 \), we get

\[ (1 - \frac{1}{(1 + \alpha)^2}) \| \Lambda'_t \|_2^2 - 2(1 - \frac{1}{1 + \alpha}) \Lambda'_t \cdot u \] (20)

\[ \geq - \frac{1}{1 + \alpha} \| u \|_2^2 = - \frac{\alpha}{2(1 + \alpha)} \| u \|_2^2 \] (21)

Using Eq 18 and 21, we get

\[ \sum_i \Delta_t = \| \Lambda_0 - u \|_2^2 - \| \Lambda_T - u \|_2^2 \leq \| \Lambda_0 - u \|_2^2 = \| u \|_2^2. \]

Since \( \Lambda_0 \) is a zero vector and the norm is always non-negative.
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**APPENDIX**

**Proof of Lemma 1**

**Proof.** The Lagrangian of the optimization problem in (2) is

\[ L(\Lambda, \xi, \tau) = \frac{1}{2} \| \Lambda - \Lambda_t \|_2^2 + C \xi^2 + \alpha \| \Lambda \|_2^2 + \tau \cdot (1 - \Lambda \cdot Z_t - \xi), \] (6)

where \( \tau \geq 0 \) is the Lagrange multiplier. Differentiating this Lagrangian with respect to the elements of \( \Lambda \) and setting the partial derivative to zero gives

\[ \Lambda = \frac{1}{1 + \alpha} \Lambda_t + \frac{\tau}{1 + \alpha} Z_t. \] (7)

Differentiating the Lagrangian with respect to \( \xi \) and setting the partial derivative to zero gives

\[ \xi = \frac{\tau}{2C}. \] (8)

Expressing \( \xi \) as above and replacing \( \Lambda \) in Eq 6 with Eq 7, the Lagrangian becomes

\[ L(\tau) = \frac{1}{2} \left( \frac{\tau}{1 + \alpha} \right)^2 \| Z_t \|_2^2 + \tau^2 \frac{\alpha}{4C} \] (9)

\[ + \left( \frac{\tau}{1 + \alpha} \right)^2 \| Z_t \|_2^2 + \tau \left( \frac{\tau}{1 + \alpha} \right) - \tau \| Z_t \|_2^2 - \frac{\tau^2}{2C} \] (10)

By setting the derivative of the above to zero, we get

\[ 1 - \frac{\tau}{2C} = \frac{\tau}{1 + \alpha} - \frac{\alpha}{1 + \alpha} \| Z_t \|_2^2 \] (11)

\[ \Rightarrow \tau = \frac{1}{1 + \alpha} \| Z_t \|_2^2. \] (12)

Combining Eq 7 and Eq 10, completes the proof. \( \square \)

**Proof of Theorem 1**

**Proof.** Let \( \Delta_t = \| \Lambda_t - u \|_2^2 - \| \Lambda_{t+1} - u \|_2^2 \). We can prove the bound by lower and upper bounding \( \sum_i \Delta_t \).
\[
\sum_{t=0}^{T} \Delta_t = \sum_{t \in I_T} \Delta_t
\]

\[
\geq \sum_{t \in I_T} \left( \frac{1 - \alpha^2}{R^2 + \frac{1 + \alpha}{2C} t_*^2} - \frac{2C}{1 + \alpha} \frac{\alpha}{2 + \alpha} \|u\|_2^2 \right)
\]

\[
= m \left( \frac{1 - \alpha^2}{R^2 + \frac{1 + \alpha}{2C}} - \frac{\alpha}{2 + \alpha} \|u\|_2^2 \right) - \sum_{t \in I_T} \frac{2C}{1 + \alpha} \frac{\alpha}{2 + \alpha} \|u\|_2^2
\]

\[
\geq m \left( \frac{1 - \alpha^2}{R^2 + \frac{1 + \alpha}{2C}} - \frac{\alpha}{2 + \alpha} \|u\|_2^2 \right) - \frac{2C}{1 + \alpha} \sum_{t=0}^{T} \left( \ell_t^* \right)^2
\]

Since \( \sum_{t} \Delta_t \leq \|u\|_2^2 \), we have

\[
m \left( \frac{1 - \alpha^2}{R^2 + \frac{1 + \alpha}{2C}} - \frac{\alpha}{2 + \alpha} \|u\|_2^2 \right) - \frac{2C}{1 + \alpha} \sum_{t=0}^{T} \left( \ell_t^* \right)^2 \leq \|u\|_2^2
\]

Since \( h = \frac{1 - \alpha^2}{R^2 + \frac{1 + \alpha}{2C}} - \frac{\alpha}{2 + \alpha} \|u\|_2^2 > 0 \), we get the result in the theorem. \( \square \)
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